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ABSTRACT: Many methods can be used to predict the secondary structure of an RNA molecule. One of the methods is the dynamic programming approach. However, the dynamic programming approach usually takes too much time. Thus, it is not very practical to solve the problem of long sequences with dynamic programming. In this paper, we propose a novel RNA secondary structure prediction algorithm using a neural network model combined with genetics algorithms to improve the accuracy with large-scale RNA sequence and structure data. We analyze current experimental RNA sequences and structure data to construct a deep network model, and then we extract implicit features of an effective classification from large-scale data to predict the pairing probability of each base in an RNA sequence. For the obtained probabilities of RNA sequence base pairing, an enhanced genetic algorithm is applied to obtain the optimal RNA secondary structure. Results indicate that our proposed method is superior to the common RNA secondary structure prediction algorithms. Based on the characteristics of deep learning algorithm, it can be inferred that the method proposed in this paper has higher prediction success rate when compared with other algorithms, which will be needed as the amount of real RNA structure data increases in the future.
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1. INTRODUCTION

RNA molecules are integral components of the cellular machinery for protein synthesis and transport, transcriptional regulation, chromosome replication, RNA processing and modification, and other fundamental biological functions [1], [2]. RNA secondary structure is represented by a list of the nucleotide bases paired by hydrogen bonding within its nucleotide sequence. Studying the relationship between RNA function and structure and determining the form and frequency of RNA folding are important to reveal the role of RNA molecules in the life process [3], [4].

Secondary structure can be determined directly by x-ray diffraction, but this is difficult, slow, and expensive. Moreover, it is currently impossible to crystallize most RNAs. Mathematical models for prediction have therefore been developed and these have led to serial (and some parallel) computer algorithms, but these too are expensive in terms of computation time.

This macromolecule is basically composed of four fundamental molecules i.e., Adenine (A), Cytosine (C), Guanine (G) and Uracil (U). The molecules are same as that of DNA accept Uracil. DNA has Thymine (T) instead of Uracil (U). Another structural difference is that DNA is double stranded, however in most cases, RNA is single stranded. In the presence of salty water, RNA forms intra strand base-pairs, which result in the formation of secondary structure. Under appropriate conditions, the secondary structure folds back around itself to form tertiary structure of RNA. This folding process usually depends on the presence of divalent ions like magnesium ions and on the temperature.

Until now, much progress has been made in the computational simulation of RNA secondary structure prediction. Dynamic programming is one of the old and widely accepted techniques. This method of secondary structure prediction was first proposed by Waterman [5], Waterman and Smith [6] and Nussinov [7]. The drawback of this method of prediction is its computational time. The behavior of dynamic programming algorithms is found to be of $O(n^4)$, which is too slow to be effective, for bigger sequences, since the behavior is exponential. Several attempts to modify the dynamic programming algorithms have been made and considered to be successful. Another method of determining the secondary structure of RNA is the comparative method, which works simultaneously with more than one sequence in order find an identical structure. Sanko [8] extended the dynamic programming approach by folding and aligning multiple sequences to generate a phylogenetic tree for secondary structure prediction. The Zuker algorithm, implemented in the programs MFOLD [9] and ViennaRNA [10], is an efficient dynamic programming algorithm for identifying the globally minimal energy structure for a sequence, as defined by such a thermodynamic model [11], [12]. The Zuker algorithm requires $O(n^3)$, time and $O(n^2)$, space for a sequence of length N.

Unfortunately, these methods can predict only the structure of an RNA sequence with length no more than 200 in acceptable time. Corpet and Michot designed a heuristic algorithm to identify which portions of two sequences can be aligned without the structure information, and others portions are aligned by using a specialized dynamic programming algorithm [13]. This method cannot predict structures with pseudoknots. Notredame et al. used a genetic algorithm (GA)
to achieve the optimization of sequence alignment. It can solve the problem with pseudoknots and possibly predict the structure of an RNA sequence with length more than 2000 [14].

Artificial intelligence methods have been applied in many fields. At present, there have been some artificial intelligence learning algorithms such as the genetic algorithm [15], neural network algorithm [16], support vector machine algorithm, and other methods to predict the secondary structure of RNA. All achieved good results. However, all these methods are based on small samples, and the prediction accuracy is low for single-class data samples. With the development of computer technology, deep learning methods have emerged in the field of artificial intelligence, which can effectively improve the accuracy of prediction. Deep learning methods can extract effective and implicit features through deep-seated networks in large-scale data and use these features to construct effective prediction models. At present, deep learning methods have made great breakthroughs in the field of protein secondary structure prediction [17]. However, compared with secondary structure prediction of proteins, RNA secondary structure prediction is more complicated and difficult since each pair of bases on the RNA needs to correspond to another base in the chain even though each amino acid of a protein is not related to other amino acids in the chain during structure prediction.

This paper proposes a novel computational method that combines deep learning with genetic algorithm to predict RNA secondary structure prediction, which can effectively solve the problems above. Compared with the current mainstream algorithms, our method has better results.

The organization of this paper is as follows. In Section 2, we shall introduce the RNA secondary structure prediction problem is introduced. Our methods are described in Section 3. The results of the experiments described in Section 4. Conclusions about the theory and experiments are offered in Section 5.

II. SECONDARY STRUCTURE OF RNA

A. The basic concept of RNA

The Bioinformatics of Ribonucleic Acids (RNAs) represent a very natural realm of application, and a source of constant inspiration, for ensemble analyses. RNA constitutes a category of biomolecules, abstracted as sequence of nucleotides Adenine (A), Cytosine (C), Guanine (G) and Uracil (U), initially transcribed from a DNA template and further processed before reaching their cellular environment. They can form stable complexes with proteins, but also DNA and other RNAs, allowing them to regulate genetic expression. They can also perform enzymatic functions, i.e. process other molecules (or themselves), act as biosensors by undergoing conformational changes upon binding with small metabolites, and store the entire genetic material of certain viruses (e.g. HIV, SARS, 2019 COVID).

Their dual capacity to store and process information is unmatched, leading current theories in evolution to consider RNA as the most likely candidate at the origin of life [18]. Such a versatility, illustrated in Figure 1 Figure 1, not only stems from the combinatorial nature of RNA sequences but also from its capacity to adopt one or several well-defined structures, driving the specificity of its interactions with other actors of the cellular world.

![Figure 1. The basic RNA functions](image)

B. RNA secondary structure

A RNA secondary structure of size n represents the outcome of a folding process, and focuses on a subset of base-pairs, mediated by hydrogen bonds. For essentially computational reasons [19],[20],[21] this definition forbids crossing base pairs, also called pseudoknots due to their ability to induce complex topologies [22]. Moreover, any nucleotide can only be involved in a single base pair, since additional partners would involve non-canonical edges [23]. Finally, most definitions rule out base pairs between proximate positions, due to steric effects inducing geometric constraints, leading to a minimal number $\emptyset$ of unpaired positions between paired positions.
A molecule of RNA consists of a long chain of subunits, called ribonucleotides. Each ribonucleotide contains one of four possible bases: adenine, guanine, cytosine, or uracil (abbreviated as A, G, C, U respectively). It is this sequence of bases, known as the primary structure of the RNA, that distinguishes one RNA from another.

There are two basic problems encountered in the prediction approach. First is the need for accurate measures of the free energies of the various possible substructural components - of individual base pairs as well as stems, loops, and bulges. Second, the space of possible secondary structures for a given sequence is extremely large; a systematic search through all possible configurations for a minimum-energy structure can be prohibitively slow even on fast computers.

The secondary structure can be drawn in a variety of ways, as illustrated by Figure 2, many of which being supported by our popular software VARNA, developed in collaboration with Kevin Darty and Alain Denise [24].

![Figure 2. Various representations for RNA secondary structures](image)

The stability of a secondary structure is assessed using a free-energy model. The most popular such model is the Turner nearest-neighbor free-energy model [25], which associates experimentally-determined free-energy contributions to structural motifs, called loops (see). The energy of any given secondary structure is then additively defined, i.e. obtained by summing the contributions of the various loops appearing in the structure.

![Figure 3. Loop decomposition supporting the Turner nearest neighbor model](image)

We represent an RNA molecule as a sequence $S$ of symbols: $s_1 s_2 ... s_n$, where $s_i$ is one of G, C, A, or U. A subsequence of $S$ may be called a “sequence” where no confusion will occur. A sequence or subsequence may also be called a “string”.

Given a sequence $S$, we represent the secondary structure of $S$ by the upper right triangular submatrix of an $n \times n$ matrix $A$. $A_{ij}$ is 1 if paired $(i,j)$, i.e., (for $i < j$), if the bases at positions $i$ and $j$ in the sequence are paired, and is 0 otherwise. The secondary structure may then also be represented by a $P$ of pairs, where $(i,j)$ is in $P$ if and only if paired $(i,j)$. A pairing itself will sometimes be referred to as $i \circ j$.

The subsequence from $i$ to $j$ is written $[i,j]$. A subsequence is proper with respect to a secondary structure $P$ if, for every paired element in the subsequence, its partner is also in the subsequence. If $i \circ j$ is a pair and $i < r < j$ then we say $i \circ j$ surrounds $r$. Likewise $i \circ j$ surrounds $r \circ s$ if it surrounds both $r$ and $s$. (The rule against knots dictates that given $r \circ s$ if $i \circ j$ surrounds either $r$ or $s$, then it surrounds both). Subsequence $[i,j]$ is closed with respect to a
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structure $P$ if $(i, j) \in P$. A pair $p \cdot q$ or an element $r$ in proper string $[i, j]$ is accessible in $[i, j]$ if it is not surrounded by any pair in $[i, j]$ except possibly $i \cdot j$. It is accessible from $i \cdot j$ if $i$ and $j$ are paired. A cycle $c$ is a set consisting of a closing pair $i \cdot j$ and all pairs $p \cdot q$ and unpaired elements $r$ accessible to it.

We can distinguish two kinds of constraints on the forming of an RNA secondary structure: hard constraints, soft constraints and costs are the terms often used in optimization work. Hard constraints dictate that certain kinds of pairings cannot occur at all; soft constraints are those imposed by thermodynamics upon the classes of possible structures. Hard constraints determine which structures are “legal”; soft constraints determine which structures are optimal.

The hard constraints are:

1. (Watson-Crick pairing): If $P$ contains $(i, j)$ then $s_i$ and $s_j$ are either $G$ and $C$, or $C$ and $G$, or $A$ and $U$, or $U$ and $A$. (This may be easily extended to include the relatively rare GU pairings.)
2. There is no overlap of pairs. If $P$ contains $(i, j)$, then it cannot contain $(i, k)$ if $k \neq j$ or $(k, j)$ if $k \neq i$.
3. For all $i$, $(i, i)$ cannot be in $P$.
4. Knots are not allowed: If $h < i < j < k$, then $P$ cannot contain both $(h, j)$ and $(i, k)$.
5. No sharp loops are allowed: If $P$ contains $(i, j)$, then $i$ and $j$ are at least 4 bases apart.

The soft constraint on possible secondary structures $P$ for $S$ is simple: $S$ will assume the secondary structure that has minimum free energy.

A secondary structure $P$ for $S$ can be described in a natural and unique way as composed of substructures of four kinds: loops, bulges, stacked pairs (a stack of pairs is called a stem), and external single-stranded regions Figure 4. The cycles of $P$ are its loops, bulges, and stacked pairs. It is useful here to provide some definitions of cycles.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** This figure illustrates the six basic kinds of RNA substructure. The indices $S_i$ etc., represent base numbering, and the dots represent base pairing

1. If $P$ contains $i \cdot j$, $(i + 1) \cdot (j - 1)$, ... $(i + h) \cdot (j - h)$, each of these pairs (except the last) is said to stack on the following pair. Two or more such consecutive pairs are called a stacked pairs cycle.
2. If $P$ contains $i \cdot j$ but none of the surrounded elements $i + 1$ ... $j - 1$ are paired, then the cycle is a hairpin loop. (Many molecular biologists use “hairpin” to refer to a stem with a loop of size 0 or 1 at the end, i.e., a stem with virtually no loop.)
3. If $i + 1 < p < q < j - 1$ and $P$ contains $i \cdot j$ and $p \cdot q$, but the elements between $i$ and $p$ are unpaired and the elements between $q$ and $j$ are unpaired, then the two unpaired regions constitute an interior loop.
4. If $P$ contains $i \cdot j$ and $i \cdot j$ surrounds two or more pairs $p \cdot q$, $r \cdot s$,... which do not surround each other, then a multiple loop is formed.
5. If $P$ contains $i \cdot j$ and $(i + 1) \cdot q$, and there are some unpaired elements between $q$ and $j$, (or, symmetrically, if $P$ contains $i \cdot j$ and $p \cdot (j - 1)$ and there are unpaired elements between $i$ and $p$, then these unpaired elements form a bulge.
6. Let $r$ be a sequence of elements in the sequence. If $r$ is unpaired and there is no pair in $P$ surrounding $r$, then we say $r$ is in a single-stranded region.

The classical (Tinoco-Uhlenbeck) approach to specifying the free energy $E(P)$ of a secondary structure rests on the hypothesis that the free energy is a sum of the free energy values of $P$ cycles.
\[ E(P) = \sum_i E(c_i) \]  

(1)

Even if we accept as a working assumption the equation given above, we are left with the task of specifying free energy values for the primitive substructures. For this we must turn to empirical biochemistry.

### III. METHODS

As a research hotspot in the field of machine learning, deep learning can mine deeper hidden features from data [26], [27]. A recurrent neural network is a sequence oriented neural-network model for deep learning that displays excellent performance in natural-language processing, image recognition, and speech recognition [28].

However, common deep neural-network models are restricted to features with a fixed shape and, therefore, cannot model RNA primary structures with variable sequence lengths. Here, we applied a long short-term memory (LSTM) network to establish a secondary structure-prediction method that is adaptable to RNA sequences of variable length. A previous study by Mathews [29] showed that a higher base-pairing probability calculated by the partition function resulted in a greater the probability of its appearance in the real structure. Therefore, the type of base and the output of its partition function was selected as the feature of the base. Additionally, we introduced a mask vector to eliminate the effect of the extended sequence on the model, which allowed the model to process variable length RNA primary sequences.

#### A. Long Short-Term Memory (LSTM) Network

LSTM network is a type of deep RNN model composed of LSTM units. As discussed earlier, recurrent neural network (RNN) is a deep learning network with internal feedback between neurons. These internal feedbacks enable the memorization of significant past events and incorporate past experienced. Unlike a traditional fully connected feedforward network, RNN shares parameters across all the parts of a model, so it can be generalized to sequence lengths that have not been seen during training. Figure 5 presents an example of RNN architecture that produces an output at every time step, and has recurrent connections among hidden neurons [30].

![Figure 5. Basic structure of a simple recurrent neural network (RNN)](image)

The LSTM block contains memory cell in Figure 6 and three multiplicative gating units; an input, an output, and a forget gate. There are recurrent connections between the cells, and each gate provides continuous operations for the cells. The cell is responsible for conveying “state” values over arbitrary time intervals, and each gate conducts write, read, and reset operations for the cells [31], [32].

![Figure 6. Long short-term memory (LSTM) cell with gating units](image)

#### B. Genetic Algorithm (GA)

GA is metaheuristic and stochastic optimization algorithm inspired by the process of natural evolution [33]. They are widely used to find near-optimal solutions to optimization problems with large search spaces. The process of GA includes operators that imitate natural genetic and evolutionary principles, such as crossover and mutation. The major
feature of GA is the population of “chromosomes”. Each chromosome acts as a potential solution to a target problem, and usually expressed in the form of binary strings. These chromosomes are generated randomly, and the one that provides the better solution gets more chance to reproduce.

Processing the GA can be divided into six stages: initialization, fitness calculation, termination condition check, selection, crossover, and mutation, as shown in Figure 7 [33]. In the initialization stage, a chromosome in the search space is arbitrarily selected, and then the fitness of each selected chromosome is calculated in accordance with the predefined fitness function. The fitness function is a concept used to numerically encode a chromosome’s performance. In optimization algorithms, such as GA, the definition of a fitness function is a crucial factor that affects the performance. Through the process of calculating the fitness for the fitness function, only solutions with excellent performance are preserved for further reproduction processes.

C. A Hybrid Approach to Optimization in LSTM Network with GA

Evolutionary algorithms, mostly GA, have been widely applied to neural network models, such as multi-layer perceptron (MLP) and RNN, and used in various hybrid approaches for RNA secondary structure prediction. In this study, we propose a hybrid approach of LSTM network integrating GA to find optimal RNA secondary structure. Figure 8 depicts the flowchart of the model proposed in our work.

D. RNA secondary structure prediction

$A, G, C, U$ are four different bases in RNA molecules, several bases are arranged order to form the primary structure of RNA [34]. The primary structure of an RNA sequence $S$ consisting of $n$ bases can be expressed as $S =$
A. The basic parameters of the algorithm

The parameters for the genetic algorithm presented in this paper are as follows:
- Static int AMOUNT OF INDIVIDUAL 100000
- Static List [Individual] population
- Array List [Individual] ()
- Static Double Pc 0.7
- Static Double Pm 0.3
- Static float best Free Energies 99999
- Static int position of Best Free Energies 0

The dataset of this paper comes from authoritative dataset RNA STRAND. The RNA STRAND database can be used to evaluate the prediction accuracy of energy-based RNA secondary structure prediction software. RNA STRAND is publicly available at http://www.rnasoft.ca/strand.

B. Input sequences, the results and comparisons

The results in this paper are compared with the results of a study by the same group of authors shown in [37] [38].

1. E. Coli 221 Bases

Sequence information: In 0, Result and comparisons: In Table 2 and Model RNA secondary structure for final results Figure 9:
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Table 1. Information of E. Coli 221 Bases sequence

<table>
<thead>
<tr>
<th>Sequence name</th>
<th>Information</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. Coli 221 Bases</td>
<td>IDENTIFIERS:</td>
<td>ACAUGGGGAUAAGGGCAGGCGGUGUGA</td>
</tr>
<tr>
<td></td>
<td>- dbEST Id: 78864696</td>
<td>UGCCUGCGUCUCGGAGGCGGAAGAG</td>
</tr>
<tr>
<td></td>
<td>- EST name: CFSWEC38</td>
<td>GACGUGUAAGCUGCGAUAAGCAGG</td>
</tr>
<tr>
<td></td>
<td>- GenBank Acc: JZ515411</td>
<td>CGUAGGGCCAAUAUGCGCUUAUACC</td>
</tr>
<tr>
<td></td>
<td>- GenBank gi: 557806034</td>
<td>GGGGUUCCCGAAAUGGGCCAACCGGC</td>
</tr>
<tr>
<td></td>
<td>LIBRARY:</td>
<td>GGGAGUAAUCUCGGCAUCUCUGUAA</td>
</tr>
<tr>
<td></td>
<td>- Lib Name: LIBEST_027994</td>
<td>GAGGGAGGCGAACGUGGGGAACUGAA</td>
</tr>
<tr>
<td></td>
<td>- Organism: Coptotermes formosanus</td>
<td>ACAUCAGUACCUGACGAAAAAAA</td>
</tr>
<tr>
<td></td>
<td>- Organ: whole body</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Energy and Structure of E. Coli 221 Bases sequence

<table>
<thead>
<tr>
<th>Genetics algorithm</th>
<th>Hybrid Genetics algorithm with Fuzzy logic</th>
<th>Hybrid Genetics algorithm with Machine learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Structure</td>
<td>Energy Structure</td>
<td>Energy Structure</td>
</tr>
<tr>
<td>-23.7</td>
<td>-31.9</td>
<td>-66.53</td>
</tr>
</tbody>
</table>

![Figure 9. Secondary structure of E. Coli 221 bases](image)

2. B. Mori 219 Bases

Sequence information: In Table 3, Result and comparisons: In Table 4 and Model RNA secondary structure for final results Figure 10:

Table 3. Information of B. Mori 219 Bases sequence

<table>
<thead>
<tr>
<th>Sequence name</th>
<th>Information</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. Mori 219 Bases</td>
<td>IDENTIFIERS:</td>
<td>ACCACCGGCAUGUGCAACGGUGA</td>
</tr>
<tr>
<td></td>
<td>- dbEST Id: 45323636</td>
<td>CUCGCAGCGCGCUAGUCGCG</td>
</tr>
<tr>
<td></td>
<td>- EST name: EST0213</td>
<td>CUGGACCGCGCAACCGAGAUCG</td>
</tr>
<tr>
<td></td>
<td>- GenBank Acc: EL928597</td>
<td>GAAUGCUGUGUGGCCGUCC</td>
</tr>
<tr>
<td></td>
<td>- GenBank gi: 133905746</td>
<td>CUGCGCCGCGCGCCUCCGCAU</td>
</tr>
<tr>
<td></td>
<td>LIBRARY:</td>
<td>AUGUUUGUGCGAUCUGACGCC</td>
</tr>
<tr>
<td></td>
<td>- Lib Name: LIBEST_020979 ARS-CICGRU ONmgEST</td>
<td>UCCAAAGACUGGGUGCGCGC</td>
</tr>
<tr>
<td></td>
<td>- Organism: Ostrinia nubilalis</td>
<td>CUCUGCUGUGCGAAUAUGAC</td>
</tr>
<tr>
<td></td>
<td>- Strain: bivoltine Z-pheromone strain</td>
<td>UUGAUAUGUACUGA legacy</td>
</tr>
<tr>
<td></td>
<td>- Sex: male and female</td>
<td>AAAAAAAAAAAAAAAAAAAAA</td>
</tr>
<tr>
<td></td>
<td>- Organ: midgut</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Develop. stage: 4th and 5th instar larvae</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Lab host: XL1 Blue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Vector: pDNRLIB</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Energy and Structure of B. Mori 219 Bases sequence

<table>
<thead>
<tr>
<th>Energy</th>
<th>Structure</th>
<th>Hybrid Genetics algorithm with Fuzzy logic</th>
<th>Hybrid Genetics algorithm with Machine learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>-25.8</td>
<td>((((((..........................(</td>
<td>-34.6</td>
<td>((((((..........................(</td>
</tr>
<tr>
<td>-60.70</td>
<td>...................................</td>
<td>...............................................</td>
<td>...............................................</td>
</tr>
</tbody>
</table>

Figure 10. Secondary structure of B. Mori 219 Bases

V. CONCLUSION

It is evident that working on base-pairs reduces much of the time and complexity in predicting the secondary structure of RNA. Time complexity may be reduced further by using parallel processing, like we present by using a very simple customized architecture of Neural Network. We hybrid Genetics algorithm with machine learning allows apply predict RNA secondary structure for optimal secondary structure from the bulk of structures. This method reduces the time complexity by working on suboptimal structures rather than to let the system converge toward an optimal secondary structure, which may take a long time specifically with bigger sequences. Thermodynamic models in simple genetic algorithm then calculates the free energy of the structure is made better when applying DPA to model complex thermodynamics. Especially with the use of genetic algorithm with machine learning hybrid is finding the optimal secondary structure is better. This paper proposed the RNA secondary structure predicting method based on Adaptive LSTM and energy-based filter combined with genetic algorithms. This method to apply to the problem of predicting RNA secondary structure to achieve optimal structure.
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MỘT PHƯƠNG PHÁP MỚI TRONG DỰ BÁO CẤU TRÚC BẬC HAI CỦA RNA ĐƯA TRÊN THUẬT TOÁN DI TRUYỀN VÀ HỌC MÁY

Doan Duy Binh, Phạm Minh Tuấn và Đặng Đức Long

TÓM TẮT: Nhiều phương pháp có thể được sử dụng để dự đoán cấu trúc bậc hai của phân tử RNA. Một trong những phương pháp đó là phương pháp quy hoạch động. Tuy nhiên, cách tiếp cận quy hoạch động thường mất quá nhiều thời gian. Vì vậy, nó không thích hợp để giải quyết bài toán với chuỗi dài với quy hoạch động. Trong bài báo này, chúng tôi đề xuất một thuật toán dự đoán cấu trúc bậc hai của phân tử RNA dựa trên thuật toán di truyền và học máy. Kết quả cho thấy phương pháp dự đoán cấu trúc bậc hai của phân tử RNA dựa trên thuật toán di truyền và học máy có thể được áp dụng để dự đoán cấu trúc bậc hai của phân tử RNA. Việc này không chỉ giúp cải thiện hiệu suất của các thuật toán di truyền và học máy, mà còn giúp cải thiện tính chính xác của các mô hình bo mạch học máy.