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ABSTRACT: Deep Learning (DL) is a new research trend in recent years for many applications, such as image processing,
object detection, and remote control. DL has two main models: Convolutional Neural Network (CNN) used to feature extraction in
image processing, and Recurrent Neural Network (RNN) used to handle sequence identification (sequence/time-series). However,
the architecture of RNN is quite simple and the ability to remember information from long-distance data is not good. Therefore, the
first information in the input sequence usually does not have much influence on the output sequence prediction results of the
following steps. So the Long Short Term Memory (LSTM) is designed to overcome this problem. Furthermore, training data with
high numbers can lead to memory overflow or low classification accuracy. To solve this problem, Some commonly used machine
learning models, such as Principal Components Analysis (PCA), Principal Components Regression (PCR), and Linear Discriminant
Analysis (LDA), were proposed to reduce dimensions of the data and computational complexity simultaneously for training models.
However, these methods, which use linear transformations, should work well only when the data is distributed on a plane or hyper-
plane. Therefore, in this paper, we propose to use Conformal Geometric Algebra (CGA) to feature extraction and reduce
dimensions of the data. First, the action data is preprocessed to normalize the data. Next, use CGA to reduce dimensions of data and
create feature vectors. Finally, use the LSTM for training and prediction. The experiment was conducted on the CMU dataset with 8
different actions and the results showed that the proposed method has higher results than the previous methods.
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I. INTRODUCTION

Today, Human activity recognition is one of the most important areas of computer vision research. Its
applications include intelligent security monitoring systems, health care systems, smart transportation systems, and a
variety of systems that involve interactions between people and electronic devices such as human-computer interfaces.
Action data generated from systems are getting increasingly large and complicated. Big data can lead to problems in
machine learning, such as overfitting and degradation of accuracy. To address these issues, some methods like
Principal Components Analysis (PCA) [1, 2], Linear Discriminant Analysis (LDA) [3], and Principal Component
Regression (PCR) [4] were proposed to reduce dimensions of the data and computational complexity simultaneously.
However, these algorithms use linear transformations to represent the data and assume the data is distributed on a
plane. In case data is distributed on the sphere or hyper-sphere form of objects that move and rotate in space, then
results from data processing are not accurate. Therefore, this paper proposes a feature extraction method using CGA
combined with LSTM to Human activity recognition [5, 6]. CGA is extended from real m dimensional space by adding
two base vectors and using transformations to convert vectors in real space into a set of points in CGA space. Complex
data distributions are optimized by the hyper-plane or hyper-sphere data approximation method. A vector in CGA
space is represented as a point, hyper-plane, hyper-sphere.

Deep Learning (DL) [7, 8, 9, 10] is a new research trend in recent years for many applications, such as image
processing, object detection, and remote control. DL has two main models: Convolutional Neural Network (CNN) [11]
used to feature extraction in image processing, and Recurrent Neural Network (RNN) used to handle sequence
identification (sequence/time-series) recognition and classification tasks [10]. However, from the limitations of the
RNN model is a recurrent connection causes the input’s influence to either decay or blow up exponentially, which is
referred to as the vanishing gradient problem [12, 13]. LSTM [10, 14] is an RNN architecture that addresses the
vanishing gradient problem. The LSTM hidden layer is composed of memory blocks, which are self-connected
subnetworks containing multiple internal cells. Through multiplicative gates, the cell is capable of storing and
accessing information over a length of time.

The rest of the paper is organized as follows. In Section 2, we first introduce related works about CGA and
LSTM. Section 3 will present the proposed method. The empirical results of the proposed methods with the CMU
dataset [15] are shown in Section 4. Finally, Section 5 concludes the paper.

Il. RELATED WORKS

The human activity recognition model using DL is of interest to many researchers around the world. The basic
training model is built from the following steps. The first is to collect data via sensors or images directly from the
camera [16]. Next is pre-processing and using many machine learning methods to extract features of the object.
Finally, using the training models to recognize activities. In this section, the paper will present an overview of CGA
and LSTM in recognition models.
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A. Conformal Geomatric Algebra

Conformal Geometric Algebra [17, 18, 19, 20, 21] is a part of Geometric Algebra [17] and is also called
Clifford Algebra. GA defines the signature p + g orthonormal basis vector O = {el, e €y €pit, ...,ep+q}, such as
ef =1,vie{l,..,p} and ef =-1,Vie{p+1,..,q}. GA denotes O by G,,. For example, m-dimensional
Euclidean vector space R™ is denoted by G, o.

A CGA space is extended from the real Euclidean vector space R™ by adding 2 orthonormal basis vectors.
Thus, a CGA space is defined by m + 2 basis vectors O = {ey, ...,e,, e,,e_}, where e, and e_ are defined as
follows:
e2=e,e, =1,
eE+= e_+- e_+= -1, @
e,re_=e,-e;=e_-e;=0,Vie{l,..,m}L
Thus, a CGA can be expressed by G,,,+1 1. In addition, CGA defined:

€y = %(e— —e,), e.=(e_ te,). @)
Given training set X = {x;|x; € R™},i € {1...n} represented in real m-dimensional space. This training set is
re-represented by the set of points P € G,,.1, in CGA space [16, 17] as follows,

1
Pi =X+ lI%ilPe0 + €0 € Gmins ®
A conformal vector S is generally written in the following:
S =5+ 5sxex t50€ (4)
The process of estimating using least squares d?(P;, S). The error function E is as follows:
o (®)
E= Z(x s = 50— 2 lxlsy)

This means that when minimizing the error E function, s can be limited by |[s]|? = 1. In this case, the
optimization problem becomes as follows:

mmZ(x s = s gllxls)? ©)

with the condition is:
lIs|l* =1 ()
The optimal result can be solved by the output of Pham [22]. The decompasition of the Eigen solves the optimal
problem.

As = 1s (8)
where A4 is the variance matrix of the i training set in CGA space.
n
A= FEfT () ©
i=1
The function f(x;) is defined as follows:
fx)=x— fo— lxl?fo € R™ (10)
Where:
1
Se = fm.s,isoz fo-s (11)
— n 1124,
£ = ZEaZixit 3 Nl 12
22 )2 —n)y
fo — ZZZ! lxl an 1||x ” xl (13)
22 )*—nY,
and the sum of squares Y, = Y, ||x;]| and the sum of the four powers ¥, = >, ||x;]|*

An eigenvector s is an Eigen conformal vector of a subset X defined in hyper-plane or hyper-sphere S = s +
Sw€w + Spey and eigenvalues A are variance.

B. Long Short Term Memory

The LSTM [14] model is an RNN architecture that addresses the vanishing gradient problem. Figure 1 shows
the memory cell structure in the LSTM model. The input gate, output gate, and forget gate in the module are nonlinear
summary units containing excitation functions.
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LSTM cells have layers called “gates,” which will allow information to be “forgotten” or “perpetuated” to the
next steps/cells and the determination of the output values C;, h; are determined by the following steps:

- Input: C,_4, hs_1, x; Where x; is the input vector at time t of the model. C;_;, h;_, is the output of the previous
layer.
- Output: C;, h, are called cell states and hidden states.
There is a forget gate f; to forget information no longer necessary in previous Cell State C;_,. The function f;
is calculated based on the input value x, at the time t has the same value of h,_; and bias h, forget gate,

ft' = U(Uf X xt + Wf X h’t’—l + h’f) (14)
An Input gate to save new information will necessary. For the potential Candidate value C;,
C, = tanh(U, X x, + W, X hy_1 + h,) (15)
Activation value i, is also calculated as follows:
An Output gate o, to control the output of the cell,
Ot = O-(UO X xt + VVO X ht—l + hO) (17)
h = o; X tanh(C,) (18)

The new t*" values are updated using this equation,

Cr=fy X Ceeq + iy X Cy (19)
where o is the sigmoid activation function; W;, W, W and W, are the input gate, output gate, forget gate, and memory
letter, respectively. The weight matrix of the element; b;, b,, by and b, are the offsets of the input gate, the output gate,
the forgetting gate, and the memory cell. Fig.1. is the LSTM architecture.
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Figure 1. LSTM model of the memory cell

I11. PROPOSED METHOD

The proposed method is to represent moving objects (markers) on the body from which to recognition actions.
Specifically, the proposed use of the CMU motion capture dataset consists of 08 different actions, each action
consisting of multiple files and each file consisting of corresponding frames. In each frame there are 41 markers (41
joints), each marker is each coordinate are represented in 3D space. Figure 2 is the proposed model LSTM for human
activity recognition based on the feature extraction method using Conformal Geometric Algebra.

—
[
- Feature
Data 3 extraction LsTM
training 3 PCA
o
- o, .
- 5 |= X
Datatesting > a Training
— — Labels
model

Figure 2. Proposed model using CGA based on LSTM to human activity recognition
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Given a dataset:
X = {x;|x; e RI*™3), i€ {1,..,n} (20)

Where:
- j € (1,F) is the number of frames of i*" activity; m is the number of makers; n is the number of activities; F
is the sum of frames for the dataset.
- xy; = [67,..,85]" € RI¥™<3 is the feature vector of i activity.
T
- b= [[%11, 01,1 0ij1, | - [0ijmy» Oijmy» Hi]-mS]] € R™3 are all coordinates of makers of it activity at j
frame. Hi]-mk(llmare coordinate in the x, y, z axes makers of i*" activity at j*" frame, respective.

The PCA algorithm uses orthogonal transformations to convert the data set from a multi-dimensional space to a
new space with less dimension. This transformation is based on finding the axis of the new space so that the method of
data projected on that axis is greatest. Similar to the PCA algorithm, feature extraction uses CGA by projecting data
from P onto conformal vector S to determine the maximum variance.

The first, transfer the data X from the real space R™ that will be re-expressed in CGA space with the set of
points P € Gpyyq1:
1 2
Pij = xi + 5 ||l €es + €0 € Gmxasi (21)
The process of estimating using least squares d?(P;, S). The function E is as follows:

n F n F 1
E= D) &8 = ) ) (ys = sw— 5 [lxyl 50’

i=1 j=1 i=1 j=1
Therefore, we might be tempted to express the previous problem using a hon-negative Lagrange multiplier 4 as

(22)

the minimization of (22):

1 n F 1 ) , ,
L2 = s > Y (s = 50— 3 [xyll"s0)? = ACUsI? — 1) (23)
imq t(0) £ 2 2
i=1j=1
From Eq. (5) to Eq.(10), The function f(x;) is defined as follows:
2
fi) =%~ fwo— ||x5[| fo € R™ (24)
The optimal result can be solved using the Eigen problem:
As = As (25)
where 4 is the variance matrix of the i‘" training set in CGA space:
n F
A= FnfT @) (26)
i=1 j=1

CGA uses a decrease in the number of dimensions of the data using the first k eigenvectors 1 <k <m X 3.
The feature f.;4(x) can be extracted from vector x using the first k eigenvector as follows:

fega(®) = ((P11,81), -, (Pijrsk))T (27)
Now, we use the transform f.;,(x) to apply the learning model by converting the dataset T = {f-;4(x), helx €
R**3, h, € {1, ..., c}}, where f.;,(x) and h, are label and feature vector after applying CGA.

Then, we use the data set T to initialize the input data for the LSTM model. From Eq.(11), the formula is
rewritten as follows:

Because there is only one output value, h,can be determined through the activation function is tanh and Eq.(15-
18) is rewritten:

he = o, X tanh(C;) (29)

This model is implemented on CGA space, i.e., data in real space is transferred to CGA space. With the feature

of CGA, it is possible to represent objects in space and geometric relationships very well. So movements with complex
distributions like human markers use CGA very reasonably. Fig. 3 is the training model in the LSTM network.
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Figure 3. Human action data representation in the LSTM network
IV. EXPERIMENTAL RESULTS
A. Experimental data

The database of motions of Carnegie Mellon University (CMU), USA is free for all uses. Motions are captured
in a working volume of approximately 3 m x 8 m. In this model, humans wear a black jumpsuit having 41 markers.
The Vicon cameras see the markers in infrared. The images picked up from the various cameras are triangulated to get
3D data. The experimental process was carried out on the CMU dataset with 08 activities (dance, jump, kicking,

placing tea, putt, run, swing, walk) and 19,869 frames, dividing the number of frames of each activity into two parts as
table 1. experimental data.

Table 1. Experimental data

. Number of frames
Action Sample — -
Training Testing Total
Dance 12 3,305 1,577 4,882
Jump 5 1,198 846 2,044
Kick 7 1,605 1,163 2,768
Placing Tee 6 1,487 1,096 2,583
Putt 6 1,534 974 2,508
Run 2 452 322 774
Swing 6 1,324 977 2,301
Walk 5 1,074 928 2,002
Total 49 11,979 7,883 19,862

B. Experiment results

This experiment compared PCA based LSTM and CGA based LSTM. The parameters of the RNN network are
the number of neural = 20, epochs = 20, and classes = 8 (8 kinds of human action), number of dimensions = 123 (41
marker x 3), and activation function is softmax. Fig. 4 shows the result of classification using PCA based LSTM.

e PCA Train = = PCA Test

g1 0 928
208 = = N/70%905216
3]

%0.6

§0.4

3 1 3 5 7 9 11 13 15 17 19 21 23 25 27

<

Number of dimensions

Figure 4. Classification results of PCA based LSTM

Fig. 4. shows that when the number of dimensions is 85, the best recognition result is 90,52% and Fig. 5 shows
the result of classification using CGA based LSTM. Fig. 5 shows that the result when using CGA will converge most
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when receiving the full attributes of the object. At the same time, the results clearly show that if you remove some key
attributes, the result will decrease. The best recognition result is 92,52%.

e CGA Train = == CGA Test

%‘\/—\_M

Accuracy rate (%)
o o o
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Figure 5. Classification results of CGA based LSTM

Table 2 is a comparison of the results of the methods. The results for the feature extraction method using CGA
are always better than the feature extraction method using PCA.

Table 2. Compares the results of the methods

Results
Method Train Test
PCA RNN 85,24% 72,83%
CGA RNN 95,59% 88,50%
PCA LSTM 98,00% 90,50%
CGA LSTM 98,10% 92,52%

The combination of the CGA feature extraction method with LSTM gives very good results for data with a
complex distribution such as on spheres or hyperspheres.

V.CONCLUSION

In this paper, we propose method feature extraction using CGA to reduce the number of dimensions and create
input data for the LSTM network. Experimental results show that the proposed method CGA_LSTM has 92,52%
higher results than 90,50% of PCA_LSTM. However, the research needs to continue to apply the proposed model in
practice. We plan to extend our approach to Human Activity Recognition and test its applicability in real-time
applications in future work. Furthermore, we also explored the impact of some hyper-parameters on model
performance such as the number of filters, the type of optimizers, and batch size. Finally, the optimal hyper-parameters
for the final design were selected to train the model. To sum up, compared with the methods proposed in other
literature, the CGA_LSTM model shows consistent superior performance and has good generalization. It can not only
avoid complex feature extraction but also has high recognition accuracy under the premise of a few model parameters.
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TOM TAT: Trong nhiing nam gan ddy, Hoc sdu la mgt trong nhitng nghién ciru cé tinh thoi sy trong link vire xir Iy ngén
ngit tw nhién, xir Iy anh va nhdn dang hanh déng. Hoc sdu c6 hai mé hinh chinh la Mang noron tich chdp dwoc dp dung dé trich
chon ddc trung trong xit [y hinh anh va Mang Noron hoi quy dwoc dp dung trong nhdn dang chudi thoi gian. Tuy nhién, kién trdc
clia mang noron hoi quy khéa don gidn va khd nang ghi nh¢ nhing thong tin tir xa khong t6t. Nén nhitng théng tin trong chudi dau
vdo thuong khong c6 nhiéu anh hwdng dén két qud dy dodn chudi dau ra ciia cac bude sau. Do @6, Mang nhé ngdn han héi tzep
(LSTM) duoc thzet ké dé khdc phuc nhitng han ché cia mang noron héi quy. Hon nita, di# liéu ddu vdo trong cac mo hinh hudn
luyén thuong co $6 chiéu cao nén chi phi tinh todn I6m va dan dén @ chinh xdc nhdn dang khéng cao. Dé gidi quyét vin dé nay, mgt
0 nghién cvu trude ddy nhw Phdn tich thanh phan chinh (PCA), Héi quy thanh phan chinh (PCR) va Phan tich biét thirc tuyén tinh
(LDA) dwoc dé xudt d@é giam 56 chiéu ciia dir liéu va do phikc tap cho cdc mé hinh hoc mdy. Tuy nhién, cdc phuong phap nay, da si
dung cac phép bién doi tuyen tinh va gia su dir liéu dwoc phan phoi trén mot mat phang hodic siéu mdt phang ddc biét ndo dé. Nén
ddn dén nhiing khé khan nhdt dinh doi véi div liéu phdn b6 trén hinh cau hay siéu cau, ching han nhw cdc déi twong chuyen dong
quay trong khong gian nhzeu chiéu. Vi vdy, nghién citu nay da dé xudt phuong phap trich chon dac trung sir dung Dai s6 hinh hoc
bao gidc (CGA) aé giam $6 chiéu diF liéu cho LSTM hudn luyén va nhdn dang. Pdu tién, dir liéu hanh dong duoc tién hanh xir Iy dé
chudn héa dit liéu. Tiép theo, dé xudt phirong phdp trich chon ddc trung siv dung CGA dé giam s6 chiéu diF liéu va tao vecto dic
trung. Cudi cung, sur dung LSTM dé hudn luyén va nhan dang hanh dong. Thuc nghiém dwoc tién hanh trén bé dir liéu CMU véi 8
hanh déng khdc nhau va két qua cho thdy phwong phap dé xudt c6 két qua cao hon cdc phwong phdp trieée do.
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