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ABSTRACT: With development of economy and society, developing countries like Vietnam have to deal with transportation issues,
such as traffic accidents, traffic congestion, environmental pollution and so on. Especially road traffic accidents (RTAs) have a
great impact on sustainable development. Forecast of RTAs is an important step in the traffic safety management, it not only helps
us to know the rules of RTAs, but also plays an important role to reduce the likelihood of RTAs and to improve the management
levels of road traffic safety. The Grey BP Neural Network forecasting model (GM-BP model) of RTAs in short-term was proposed.
This model combines the GM(1,1) model and BP Neural Network model with the aim of identifying its suitability for forecast of
RTAs under Vietnam condition. An example is given with the number of fatalities by RTAs in Vietnam from 2002 to 2013. The results
showed that, the proposed model is better than single GM(1,1) model and BP Neural Network model. This proves the applicability
of GM-BP model to the short-term forecast of RTAs in Vietnam.
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I. INTRODUCTION

With the rapid development of urbanization and motorization across Vietnam, traffic problems have become the
most important feature in modern transportation systems. It induces traffic congestion, air pollution, traffic accidents
and so on. Among which RTAs in Vietnam still remain high in recent years. According to the National Traffic Safety
Committee of Vietnam (NTSC) [1], in 2016, there were 21,094 traffic accidents, 8,417 fatalities and 19,035 injured
people, and the economic losses by RTAs were estimated at 2-3% of GDP per year. In order to reduce traffic accidents,
a number of comprehensive solutions, including road safety management solutions and technical solutions and so on,
are needed. Road traffic accident analyses and forecast are the most important issues in road safety management.
Hence, effective accident forecast would greatly contribute to reasonable road networks planning and the improvement
management of road safety [2].

There are many models of RTAs prediction that have been announced recently such as Regression models and
time series analysis techniques [3, 4], Grey models [5, 6], Artificial Neural Network (ANN) [7, 8], Hybrid models [2,
9], and so forth. In the forecast models mentioned above, due to a shortage in comprehensive statistics regarding RTAs,
Grey models have been commonly used in practice to predict RTAs. Besides, ANN has been proposed and employed
successfully by many scientists as an alternative to the conventional regression approach in forecasting time series
pertaining to complex atmospheric and environmental phenomena [8]. Therefore, a model that combines Grey model
and ANN will be able to promote the advantages of each model to improve the forecasting accuracy of RTAs.

In Vietnam, traffic accidents prediction in both short and long term have not been respected, so there are few
studies related to traffic accident prediction. In addition, the statistics of traffic accidents are still difficult and exist
many inadequacies, such as lack of systematization, underreporting, incompleteness, incorrectness and inaccessibility
[10]. Although there are many sources but the data is not sufficient, it is difficult to apply traditional statistical analysis
methods that require data and information large enough. On the basis of analysis above, a model that combined the
Grey model GM (1,1) and the BP Neural Network was constructed to improve the forecasting accuracy of RTAS in
short-term in Vietnam.

Il. GREY BP NEURAL NETWORK MODEL PRODICTING ROAD TRAFFIC ACCIDENTS

The grey model GM(1,1) and BP neural network are combined, which can improve the prediction accuracy of
the RTAs in Vietnam. The combined model can weaken the randomness of the raw data.

A. The GM (1,1) model

In 1982, Prof. Deng [11] came up with the grey system theory and applied this theory in analyzing forecasts for
the behavior of an uncertain system to achieve high efficiency with only a limited amount of data. Grey prediction
models are a time series predicting models and have many forms, generally n of grey difference equation and m of
variables, denoted by G(n, m). In that GM (1,1) model is the basic model of grey prediction with simple structure and
high accuracy [12]. The principle of the GM (1, 1) model is as follows: The Accumulating Generation Operator (AGO)
is used to form the accumulation sequence of original data and then establish the first order differential equation of
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GM(1,1) in order to obtain predicted value of the accumulated time response sequence of GM(1,1). Finally, the Inverse
AGO (IAGO) is applied to find the predicted values of original data. It is obtained as the following steps:

- Step 1: Assume that X@ = (x@ (1), x?(2), X (3),..., X (Nn)) with n > 4 denotes the non-negative original

time series data and X = (xP@) , x®©2) . xP@),..., . (xX¥(n)) is an accumulation sequence of
x© computed as in Eq.(1).
k
x® (k) = Z x9(k), k=123...,n €))
i=1
- Step 2: The grey difference equation of GM(1,1) is
xOK)+azP(k)=b )
where, a is development coefficient, b is grey action coefficient and z® (K) is the mean value of adjacent data, i.e.
29 (k) =0.5x® (k) + 0.5x (k 1),k > 2 3)

- Step 3: The first-order differential equation of GM(1,1), i.e., the whitening equation of the GM(1,1) is described
as follows:

d;(—:) +ax® =D )
where, the coefficients [a, b]T can be obtained by the Ordinary Least Squares (OLS) method:
[a,b]" =(B".B)*.B"Y (5)
x9(2) -z9©2) 1
In that: Y = x"@)  B=| @) 1 (6)
x@(n) -z%Mn) 1

where, Y is called data series, B is called data matrix
- Step 4: The accumulated time response sequence of GM(1,1) at time (k+1) can be obtained by solving Eq. (4):

. b) & D
ROk +1) =] xO@ ——je = ™
a a
- Step 5: To obtain the fitted value of the original data at time (k + 1), the Inverse AGO is used to establish the
following grey model:

ROk +1) = (1—ea)(x‘°) ) —g)e‘a" ®)

and the forecasted value of the original data at time (k + H) with k>n

RO (k+H) = (1- ea)(x“’) 1) - gje-“k*-” ©

B. The BP neural network model

The BP neural network is one of the most widely used artificial neural networks (ANNSs) which was brought up
by Rumelhart et al. in 1986. BP neural network is a multi-layer feed forward neural network conducting error back-
propagation (BP) training algorithm and uses gradient descent algorithm to reduce errors, achieving the arbitrary
nonlinear mapping from input to output. A typical BP network consists of an input layer, an output layer and one
hidden layer, as shown in Figure 1. Each node in a layer can connect to all the neurons of the next layer behind it and
the neurons of the same layer are not interconnected. In order to speed up the convergence rate of network exercises,
the input data can be standardized and all connecting values are given initial values. One-hidden-layered BP neural
network’s computational steps as follows [13, 14, 15].
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Input Hidden Output
layer layer layer

Figure 1. The three-layer BP Neural Network Model
- Step 1: Initialize weight and threshold.
- Step 2: Input sample: X; (i =1~ m) is the input vector , and t, (K =1~ n)is the excepted output vector of

the BP neural network.
- Step 3: Calculate the output of j-th neuron of hidden layer, as in Eg. (10), and the output of k-th neuron of

output layer, as in Eq. (11). Hj (j =1~ q)is the output vector of hidden layer, Y\ is the output vector of output
layer, W is the weight of the j-th neuron in the hidden Ilayer, W is the weight of the
k-th neuron in the output layer, 6?j is the threshold of the j-th neuron in the hidden layer, 8, is the threshold of the

k-th neuron in the output layer. The f (-) is output node’s transfer function.

H;= Q. wx +6;) =1.2.3.....0) (10)
i=1
q
Ye=fOQ wyH; +6,) (=1,2,3,...n) (12)
j=1

- Step 4: Calculate the error, as in Eq. (12), T is sample number.

1 T n
E ZEZZ(tk,t - yk,t)2

t=1 k=1 (12)
The error E is the function of the weights W;; and W, and can be reduced by adjusting the weights, as in Eq.(13).
The 77 is learning rate, ranges (0, 1) reflecting the learning speed of the model

oE oE
Aw; = /e AW, =—7.

i | OW (13)
- Step 5: Repeat the above from step 3 to step 4 until all sample data are inputted. If E is larger than the
specified error value €, , thenreturn to step until E< e .

min ?

C. The GM-BP model

BP neural network has possessing learning and memory capability and easy adaptability, but the initial weight
values and threshold values are selected randomly and inappropriate selection will lead to slow convergence rate and
local optimum. The GM (1,1) can weaken the randomness of data variation to discover the potential rules of system
operation, bearing the characteristics of easy calculation [14], but error accuracy cannot be controlled [15]. In order to
give full play to the advantages of GM (1,1) model and BP neural network model, two models are integrated to
construct a GM-BP model. The structure of GM-BP model with three-layer BP Neural Network is shown in Figure 2.
The forecasted values of the GM (1,1) reflect the changing trend of the actual data in a certain precision, and have a
great correlation with the actual data. Thus, it and other related indexes can be used as the input of the BP neural
network and the actual data as output of the BP neural network model to achieve more accurate forecasting results. The
established GM-BP model is as follows:

(1) From the original data set up GM (1,1) models, then the GM (1,1) model with the smallest error will be
selected.

(2) The forecasted values of GM (1,1) model as input data for the BP neural network and the actual values as
output of BP neural network to establish Grey BP neural network forecasting model.

(3) Operational forecasting models and given the forecast results.
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Figure 2. The structure of GM-BP Model

In order to eliminate the impact on the prediction results from fluctuations of initial data and to speed up the
training speed of GM-BP/BP model, we normalize it into the range between [0, 1]. The normalization method is shown
in following equation:

X — X .
XI’ — 1 min (14)

Xinax ~ Xrmin
in (14), X, and X; are fatalities of RTAs before and after processing, X, is the maximum value of fatalities of RTASs,
X.nin 1S the minimum value of fatalities of RTAs. Then, in order to calculate real forecasted value (X), the prediction
results of the GM-BP/BP model (X') needs to be anti-normalized, as in Eq.(15)

X=X (Xax = Xain ) + X (15)

D. Model Evaluation Indicator

In order to predict the accuracy of forecasting model in this study, errors are used for comparison: absolute
percentage error and mean average percentage error (MAPE) [16], [17] are calculated as shown in (16):

o 0% k)
%K)
MAPE =12n:ei

k=1

(16)

where: % (K) is the forecast value at time k, X (K) is the actual value at time k and €; is the absolute percentage error

(APE) with respect to X; (K) . Wang and Phan [18] interpret the MAPE results as a method to judge the accuracy of

forecasts, where more than 10% is an inaccurate forecast, 5%-10% is a reasonable forecast, 1%-5% is a good forecast,
and less than 1% is an excellent forecast.

I11. EXPERIMENT

A. Data Sources

Experimental data set is the fatalities of RTAs data of Vietnam from 2002 to 2016, collected from NTSC [1].
Fatalities data from 2002 to 2013 is used as samples, i.e., the initial data of forecast and the data from 2014 to 2016 is
used as test sample data.

Table 1. Fatalities of RTAs data of Vietnam from 2002 to 2016

Year No. of fatalities Year No. of fatalities Year No. of fatalities
2002 13186 2007 13150 2012 8949
2003 11864 2008 11594 2013 9369
2004 12230 2009 11516 2014 8996
2005 11534 2010 11406 2015 8671
2006 12757 2011 11395 2016 8417

B. Experimental Procedure

Firstly, the processing of the sample data is conducted to facilitate the GM (1,1) forecasting. As the number of
samples affects the forecasted results, hence, a number of forecasting models, including GM-12, GM-10, GM-08 and
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GM-06 should be established corresponding to 12, 10, 8 and 6 of samples to select more reasonable model. The results
are shown in Table 2 and Figure 3.

Table 2. Predicted results of GM (1,1) and errors

No. of GM-12 GM-10 GM-08 GM-06
Year fatalities | Forecasted '?:,ZI)E Forecasted '?)ZI)E Forecasted '?;ZI)E Forecasted '?)ZI)E
2014 8996 9936 10.45 9512 5.74 8865 1.46 8674 3.58
2015 8671 9710 11.98 9197 6.07 8401 3.11 8143 6.09
2016 8417 9490 12.74 8893 5.65 7962 5.41 7645 9.18
MAPE (%) 11.73 5.82 3.33 6.28

—%— Actual Value
GM-12

Fatalities

0.9

0.8

2006 2008 2010 2012 2014 2016
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Figure 3. Predicted results of GM (1,1)
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Table 2 and Figure 3 show, when the observed data reaches 8 of samples, the prediction error is smaller, so 8 of
samples can be taken as the GM (1,1) model. All the forecasted values of the GM-08 model are shown in Table 3.

Table 3. Forecasted results of GM-08 and normalized values

Year | Forecasted | Normalized | Year | Forecasted | Normalized Year Forecasted Normalized
2006 12757 0.969 2010 10989 0.612 2014 8865 0.182
2007 12911 1.000 2011 10415 0.496 2015 8401 0.089
2008 12236 0.864 2012 9870 0.386 2016 7962 0.000
2009 11596 0.734 2013 9354 0.281 - - -

From data in Table 3, conduct forecasting of fatalities of RTAs based on the steps of BP neural network. In that,
the predicted values of fatalities of RTASs are taken as the input of GM(1,1) model and the actual values are taken as the
output of GM-BP model. The training samples include eight samples, the predicted data of the GM(1,1) for 2006 ~
2013. To increase the accuracy of the forecast results, 5-year data are used to conduct a one-time forecast, i.e., the data
of five years from 2006 to 2010 of GM(1,1) are selected as a set of sample and the fatalities of RTAs of the 6-th year
(2011) is taken as output data. Then, the data during 2007~2011 of GM(1,1) to predict the fatalities of RTAs of 2012,
and the data during 2008~2012 of GM(1,1) to predict the fatalities of RTAs of 2013. We take actual values of
2011~2013 as excepted output values of the GM- BP neural network. The data for 2014~2016 are taken as the test
sample to test the accuracy of GM-BP model. The obtained data during 2009~2013, 2010~2014 and 2011~2015 from
GM(1,1) model are taken as input of GM-BP model. Afterwards, the output values of GM-BP model are compared
with actual values of 2014~2016 in order to analyze the accuracy of forecasting. The selection of training samples is

shown in Table 4.
Table 4. Training samples

No. of sample Input Output
1 The fatalities of GM(1,1) for 2006~2010 The fatalities of 2011
2 The fatalities of GM(1,1) for 2007~2011 The fatalities of 2012
3 The fatalities of GM(1,1) for 2008~2012 The fatalities of 2013
Test sample
1 The fatalities of GM(1,1) for 2009~2013 The fatalities of 2014
2 The fatalities of GM(1,1) for 2010~2014 The fatalities of 2015
3 The fatalities of GM(1,1) for 2011~2015 The fatalities of 2016

Acording to Table 4, a BP network of 5x5x1 is established in this paper with structure parameters as: the
function of hidden layer is sigmoid function and the function in output layer is linear function, and the Levenberg-
Marquardt algorithm is used to the training; the maximum training frequency is 1000 times, the training accuracy is
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0.0001, the training display interval is 50 times and the rate of the learning is 0.05. MATLAB software is adopted to
training network through network training simulation platform with network structures as in Figure 4. The training
process converges to given error range after 2 trainings, as is shown in Figure 5. Similarly, it is easy to get forecasted
values by the single BP neural network. The forecasted values and error of fatalities of RTAs of these three methods
are shown in Table 5 and Figure 6.
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Figure 4. Training Structure of GM-BP Neural Network model
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Figure 5. Training process of GM-BP model Figure 6. Predicted fatalities of RTAs
Table 5. Forecasted fatalities of RTAs and error
Year Actual GM(1,1) model BP model GM-BP model
Value Forecasted | APE (%) | Forecasted | APE (%) | Forecasted | APE (%)
2014 8996 8865 1.46 9197 2.23 9076 0.89
2015 8671 8401 3.11 9010 3.91 8669 0.02
2016 8417 7962 541 8640 2.65 8249 2.00
MAPE (%) 3.33 2.93 0.97
Acuracy Good Good Excellent

From Table 5 and Figure 6, we can see the forecast accuracy of the GM-BP model, which shows better features,
providing higher accuracies than that of both the GM(1,1) model and BP neural network. The MAPE of forecast
results is 3.33%, 2.93%, 0.97% for the GM(1,1) model, the BP neural network and the GM-BP model, respectively.
The MAPE is obviously reduced and the accuracy is obviously enhanced. Hence, using the GM-BP model to forecast
is feasible and the forecasted result is realistic. Therefore, the trend of fatalities of RTAs in Vietnam is on the decrease,
but the situation is still grim. To reduce the number of RTAs as well as the number of fatalities, measures of traffic
safety should be adopted, road traffic safety management should be enhanced and the number of fatalities should be
effectively reduced.

IV. CONCLUSION

In this paper, the main purpose of the proposed model is to identify its suitability for forecast of RTAs in short-
term under Vietnam condition. The forecasting results show that proposed model (i.e., the GM-BP model) with the
combination of both the GM (1,1) model and BP neural network has better forecasting results by GM(1,1) and BP
neural network. GM(1,1) model is employed to understand the general trend of fatalities of RTAs over time series
while BP neural network is used to reflect the effects of random volatility in predictions and to determine the transfer
discipline of status. Hence, the GM-BP model not only explores data from the time series but also considers the
possibility of a strong random feedback of the data to improve efficiency in RTAs prediction. As such, the proposed
model may continue to be developed for use in other short-term forecasts related to traffic accidents in Vietnam. In
addition, the study results of the paper not only supplement the gap in the study of traffic safety in Vietnam, but also
useful information for people who work in ensuring traffic safety.
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PHAN TiCH VA DU BAO TAI NAN GIAO THONG BUONG BQ O VIET NAM

DWA TREN GREY BP NEURAL NETWORK
Vwong Xuan Can, Mou Rui Fang, Vii Trong Thuét

TOM TAT: Clng Véi sir phét trién cia nén kinh té va xa hdi, cdc nude dang phdt trién nhue Viét Nam dang phdi déi pho véi céc vin dé
giao théng, nhu tai nan giao thong, un tic giao thdng, 6 nhiém méi truong, ... Bac biét tai nan giao thong dirong bg (RTA) dnh hieéng
Ién dén sw phét trién bén viing. Dy bao tai ngn giao théng dwong bg 1a mét burgc quan trong trong cdng tac quan Iy an toan giao thdng,
né khong chi gitip ching ta hiéu ré quy lugt cia tai ngn giao thdng, ma con dong vai tré quan trong dé giam kha ndng tai ngn va cdi
thi¢n trinh dé quan 1y an toan giao thong. Mo hinh du bao Grey BP Neural Network (m6 hinh GM-BP) vé tai nan giao thong duong bg
trong ngdn han da duge dé xudt. M6 hinh ndy duwoc két hop gnra ma hinh GM (1,1) va BP Neural Network véi muc dich xdc dinh su
pht hop cho du bao tai nan trong diéu kién Viét Nam. Mét vi du véi sé ngueei chét do tai ngn giao théng ¢ Viét Nam tir 2002-2013 da
diroc thuc hién. Két qua cho thdy, mé hinh dé xudt tt hon so véi md hinh GM (1,1) va BP Neural Network don thudn. Diéu ndy ching
t6 khd ndng 1ing dung md hinh GM-BP vao du béo ngdn hgn vé tai nan giao thong dwong bg ¢ Viét Nam.

Tar khoa: Phan tich, Dy bdo, Grey BP Neural Network, Tai nan giao théng dwong bg (RTAS).



