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ABSTRACT: The automatic phoneme recognition is essential to build speech processing systems for a new language. It requires a 
lot of knowledge on spoken language processing and linguistic knowledge of this language. For under-resourced languages (e.g. 
minority languages), a common automatic phoneme recognition system is not available. This paper presents an experiment of 
phoneme recognition on Muong language, a minority language without writing system in Vietnam. Following the cross-lingual 
approach, the Muong speech input is transcribed into a sequence of Vietnamese phones, using an acoustic model trained on 
Vietnamese speech. The result shows that the average of correct recognition rate of Muong phones is more than 50 %. A 
comparison of correct recognition rates between Muong phone set and Vietnamese phone set can help linguists to confirm the 
similarities and the distinctions between these two familiar languages.  
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I. INTRODUCTION 

The technology of natural language processing including speech processing today has achieved many 
accomplishments with more extensive applications in the field of human-machine interaction. Developing a speech 
processing system for a language is not only the deployment of speech processing technique, but also requires specific 
speech data resources and linguistic knowledge such as phonology, prosody, syntax, grammar, semantics. Therefore, 
among more than 7000 languages in the world, the speech processing core technologies (i.e. speech recognition, speech 
synthesis, speech understanding, automatic translation) are available for limited number of well-resourced languages 
such as English, Chinese, French, Arabic etc. For thousands of other languages, called under-resourced languages, 
none of such technology is available [1].  

Most of these under-resourced languages are the minority languages which are being disappeared due to the low 
number of native speakers or by being “digested” by the surrounding majority languages. Moreover, half of these 
languages are unwritten languages (3,188 on the total of 7,097 languages in the world1). So the preservation of the 
language as well as communication enhancement with minority communities are also the issues to be taken in the 
world and in Vietnam. They typically include some tasks of documentary linguistics such as audio and video recording 
of native speakers’ speech; transcription/annotation/translation of recording speech; preservation and distribution of the 
resulting materials. Among them, the speech transcription is the very first task to represent the content of speech signal 
into corresponding text. Especially in the case of unwritten languages, the language speech has to be transcribed in 
sequence of phonemes, normally using IPA2 (International Phonetic Alphabet) phone set of this language. This task 
typically has to be done manually by linguistic experts and it is very time consuming. For example, it can take several 
hours to transcript few minutes of speech signal [2], [3].   

One solution for this time consuming problem of speech transcription is using automatic phoneme recognition 
technique. This technique is based on the automatic speech recognition (ASR) technology. The input is an utterance but 
the output is a sequence of phonemes instead of a sequence of words as in ASR. The ASR system uses machine 
learning method and typically requires hundreds of hours of transcribed speech data to train the models [4]. For under-
resourced languages, due to the lack of necessary speech resources, it is impossible to build such an ASR system. A 
potential solution for this case is using cross-lingual (or cross-language) approach [5], which uses a pre-trained ASR 
system of a well-resourced language to recognize the speech of another under-resourced language. Based on the 
similarity between languages, the cross-lingual approach can give promising results with the familiar languages. 

This paper presents the first experiment of phoneme recognition on Muong language, a minority language 
without writing system in Vietnam, toward to build a more complete speech processing system for Muong language. 
On one hand, this work is in order to survey the ability of using cross-lingual phoneme recognition in Vietnamese - 
Muong language pairs. On the other hand, the analysis on cross-lingual phoneme sets can help linguists to confirm the 
                                                           
1 Ethnologue (www.ethnologue.com), in June 2018 
2 www.internationalphoneticassociation.org 
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similarities and the distinctions between these two familiar languages. The paper is organized as follows. Section II 
gives some comparison between Vietnamese and Muong phonologies. After presenting the general idea of cross-
lingual approach in section III, section IV will describe in detail the experiment of Muong phoneme recognition. The 
results of this experiment are shown and analyzed in section V.  This paper ends with some conclusions and the future 
works. 

II. VIETNAMESE AND MUONG LANGUAGE 

Vietnam is a multi-ethnic country with 54 ethnic groups. The Kinh who speaks Vietnamese is the majority 
ethnic group accounting for 85.6 % of the total population. The remaining 53 groups are ethnic minorities3. Among 
them, Muong is one of the five largest population ethnic groups in Vietnamese with more than 1 million speakers. 
Muong have many dialects locating in different provinces in the north of Vietnam such as Hoa Binh, Phu Tho, Thanh 
Hoa, Son La [6] . In terms of language family, Vietnamese and Muong languages belong to the same Viet-Muong 
group, Mon-Khmer branch of the Austroasiatic family. Therefore, Muong has many similarities with Vietnamese, in 
term of phonology, tone, syntax and vocabulary [7]. Table 1 shows a comparison of phoneme systems between 
Vietnamese (Hanoi standard dialect) and Muong Bi dialect (in Hoa Binh province, main dialect of Muong). According 
to this comparison, the phone set of Muong can be divided into the 3 following groups [8]: 

 Equivalent phonemes: phonemes coincide with Vietnamese phonemes; 
 Closed phonemes: phonemes are acoustically similar to phonemes in Vietnamese; 
 Distinct phonemes: phonemes are not found in Vietnamese.  

Table 1. Muong and Vietnamese phonetic comparison (in IPA), according to [8] 

Group Equivalent Closed Distinct 
Muong Viet Muong Viet Muong Viet Muong Viet 

In
it

ia
l c

on
so

n
an

ts
 /k/ /k/  /t/  /t/  /b/  /ɓ/  /hr/ - 

/h/ /h/ /th/ /th/ /c/ /tɕ/  /kl/ - 

/l/ /l/ /v/  /v/ /d/  /ɗ/  /p/ - 

/m/  /m/ /w/ /w/  /g/  /ɣ/  /r/ - 

 /n/  /n/ /s/  /s/ /kh/  /x/  /tl/ - 

 /ŋ/ /ŋ/ /z/ /z/ /ph/  /f/   

/ɲ/ /ɲ/       

F
in

al
 

co
n

so
n

an
ts

  /p/  /p/  /ɲ/  /ɲ/    /c/ - 

 /t/  /t/  /ŋ/  /ŋ/    /l/ - 

 /k/  /k/  /w/  /w/     

 /m/  /m/  /j/  /j/     

 /n/  /n/       

V
ow

el
 

/a/  /a/ /o/  /o/     

 /ă/  /ă/  /ɤ/  /ɤ/     

 /ɤ		 ̆ /  /ɤ		 ̆ / /u/  /u/     

 /ɛ/  /ɛ/ /ɯ/  /ɯ/     

/e/  /e/ /iə/  /iə/     

 /i/  /i/ /uə/ /uə/     

/ɔ/  /ɔ/ /ɯɤ/ /ɯə/     

Glide  /w/  /w/       

 
This comparison is mostly based on some linguistic researches of Muong language [6], [9]-[12]. In this work, 

we would like to examine these similarities, as well as the distinctions between Vietnamese and Muong, but in aspect 
of speech processing. That will be done by using an automatic phoneme recognition of Vietnamese to recognize 
phoneme sequences in Muong speech following the “cross-lingual” approach, which are presented in the next section. 

III. PHONEME RECOGNITION FOR UNDER-RESOURCED LANGUAGE 

As mention in section I, the automatic phoneme recognition system is a computer software which can convert 
the speech signal into a sequence of phonemes. With the available of open automatic speech recognition (ASR) 
toolkits, the automatic phoneme recognition can be implemented on an ASR system using the phoneme set of one 
particular language. The ASR system is typical trained on hundreds of hours of transcribed speech data (for acoustic 
model) and thousands of text sentences (for language model). For under-resourced language, especially unwritten 
                                                           
3 General statistics office of Vietnam, 2009 
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language, due to the lack of speech and language resources, building a such of ASR system is impossible. The cross-
lingual phoneme recognition technique was proposed to deal with this problem where there is no training data on the 
target language. The acoustic model pre-trained from a big training corpus of a familiar language was used as initial 
acoustic model of the target language. And further process of adaptation or improvement of the initial acoustic model 
will be made after. For the first time, the similarity between two languages’ phone lists is determined by a phone 
mapping technique. Then the phoneme recognition is applied [5].  

3.1. Phone mapping 

The research in cross-lingual acoustic modeling is based on the assumption that the articulatory representations 
of phonemes are so similar across languages. So phonemes can be considered as units which are independent from the 
underlying language [13], [14]. In fact, the concept of “language independent phonemes” occurring in more than one 
languages (called poly-phonemes to differentiate with mono-phonemes) was firstly introduced by the International 
Phonetic Association [15] and then in [16].  

Firstly, a source-target phoneme mapping table is obtained manually by knowledge-based methods [13], [17], or 
automatically by data-driven methods [5]. The automatic methods are based on a distance between two phoneme 
models (compute the distances between Gaussian distributions obtained for each phoneme model). These methods use 
a variety of distance measure including: entropy-based or log-likelihood based distance [18], Kullback-Leibler 
distance, Bhattacharyya distance, Euclidean distance [19]. 

In other approaches, the automatic phone mapping table is generated using confusion matrix [20], [21]. By 
using small amounts of acoustic data in the target language, the phone mapping table can be automatically created with 
data-driven methods. A phoneme recognizer in the source language is applied on the development data set of target 
language which is already transcribed in target language phonemes. Then, the output source phoneme hypotheses are 
aligned with their target phoneme references frame by frame to count the co-occurrences between a phoneme in source 
language and target language. By computing the number of times a reference phoneme in the target language that has 
been confused with a phoneme in source language, the confusion matrix is created. To obtain the final confusion 
matrix, each entry is normalized by dividing it through the total of occurrences of all corresponding phonemes in 
source language. Finally, by selecting each phoneme in target language with the correspondence phoneme in source 
language which has the highest confusion value, the phone mappings are made. 

3.2. Cross-lingual phoneme recognition 

There were several researches attempt to build cross-lingual acoustic model for under-resourced target 
language. In [18], the author firstly introduced a statistical distance measure to determine the similarities of sounds of 
several languages. One of his experiment was using English phoneme models in a German recognizer, instead of the 
German phoneme models. The cross-lingual model makes correct recognition rate improved for some phonemes but 
not for the others. However, the cross-lingual model can help in phoneme inventory for a bigger speech recognition 
system.   

The idea was applied again in the work of [22] that used cross language transfer from five languages in the task 
of German speech recognition. The Turkish language was found fitting better with German phonology among other 
languages: Croatian, Japanese, Korean, Spanish. The Turkish model gave the word error rate score of 28.4 % while the 
baseline score in real German model is 15.8 %. Another experiment showed that adding more languages into the 
multilingual model can improve the quality of recognition system. 

This work was extended in [17] to improve the recognition process with language-independent and language-
adaptive acoustic models. Especially in this study, the group author introduced three different methods for multilingual 
acoustic model combination which are the language separate method (ML-sep); the language mixed method (ML-mix) 
and the language tagged method (ML-tag). The combination is realized on mixture weights and Gaussian components 
per state of the acoustic model. In ML-sep combination method, each language specific phoneme is trained only with 
data from its own language. In ML-mix combination method, data is shared across different language to train acoustic 
model of poly-phonemes. No information about language is attached to each poly-phoneme. ML-tag method give 
another way to share phoneme model across languages. In this method, each phoneme receives a language tag attached 
in order to preserve to information about the language that the phoneme belongs to.  The model combination has some 
main goals including the reduction of overall amount of acoustic model parameters and the improvement of the model 
robustness for language adaptation purposes.  

Recently, in order to help the French linguists process language documentation for Yongning Na language, an 
unwritten Sino-Tibetan language with less than 50,000 speakers in Southwest China, a simple phoneme recognition 
system were built in [23]. A cross-lingual model based on ML-sep combination method from [17] was built from 5-
hour speech data of five other languages (English, French, Chinese, Vietnamese and Khmer) to determine to what 
extent Na sounds similar to sounds found in these five languages could be accurately recognized. Although the correct 
error rate at first pass was high, there were some clues that the method was reasonable.   
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boundary (se). Three phonemes /n/, /ŋ/, /ɲ/ have the reciprocal confusion. Some phonemes have a good correct 
recognition rate, however sometime they are confused to another phoneme such as /m/ to /b/, /u/ to /o/, /b/ to /d/, /f/ to 
/d/. Phoneme /t/ is nearly unrecognizable and strongly be confused to phoneme /d/. Two phonemes /p/ and /ɣ/ are also 
unrecognizable, however it is difficult to find a major confusion with other phonemes. Actually, in the output of 
phoneme confusion matrix, the phoneme /p/ have a very high non-recognition rate of 41.4 %. That means in half of 
cases, the phonemes /p/ in Muong speech cannot be assigned to any other phonemes in the acoustic model of 
Vietnamese speech. The confusion recognition rate will be more accuracy if the test set is balanced in phoneme. So in 
the next step we will continue to analyze this problem.  

VI. CONCLUSIONS 

This paper presents the first experiment of building a phonemes recognition for Muong, an under-resourced and 
unwritten language in Vietnam. Following the cross-lingual approach, an acoustic model trained on Vietnamese speech 
were applied to convert Muong speech input into a sequence of Muong phonemes. The fairy good result (an average of 
more than 50 % correct recognition rate) shows that this is a potential approach, which can be quickly applied to create 
an automatic phoneme recognition for a minority language without available training data. The result analysis also 
shows some similarities and the distinctions between Vietnamese and Muong languages. Some interesting cases were 
found in the phonemes recognition and confusion analyses which need more study in the future. 

As a pilot study, the result in this experiment will be the basic for our work in Muong language processing. The 
future work will also deal with some remain problems such as: (1) processing the distinct phonemes in Muong, (2) 
studying the effect of language model in cross lingual phonemes recognition, (3) taking into account the dialect and 
tonal information of Muong language, and also (4) adaptation of Vietnamese acoustic model to Muong acoustic model.  

 

Figure 3. Phonemes confusion matrix of Muong (The darker cell presents the higher rate of recognition/confusion) 
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NHẬN DẠNG ÂM VỊ CHÉO CHO CÁC NGÔN NGỮ CÙNG HỌ,  

ÁP DỤNG CHO TIẾNG VIỆT VÀ TIẾNG MƯỜNG 

Trần Thị Thu Thúy, Đỗ Thị Ngọc Diệp, Mạc Đăng Khoa, Phạm Văn Đồng 
 

TÓM TẮT: Nhận dạng âm vị tự động cho một ngôn ngữ là bài toán cần thiết trong xây dựng các hệ thống xử lý tiếng nói đối với 
một ngôn ngữ mới. Nó yêu cầu các kiến thức về xử lý tiếng nói và kiến thức ngôn ngữ học. Với các ngôn ngữ ít nguồn tài nguyên (ví 
dụ như các ngôn ngữ dân tộc thiểu số), hệ thống nhận dạng âm vị tự động chung chưa có sẵn. Bài báo này trình bày một thử nghiệm 
xây dựng hệ thống nhận dạng âm vị tự động cho tiếng Mường, một ngôn ngữ thiểu số chưa có chữ viết ở Việt Nam. Dựa trên cách 
tiếp cận “cross-lingual”, đầu vào tiếng nói Mường được phiên âm tự động thành chuỗi âm vị tiếng Việt dựa trên một mô hình âm 
học được huấn luyện sẵn trên dữ liệu tiếng nói tiếng Việt. Kết quả đánh giá cho thấy tỷ lệ nhận dạng âm vị đúng trung bình với 
tiếng Mường là trên 50 %. So sánh về tỷ lệ nhận dạng đúng giữa bộ âm vị của tiếng Mường và tiếng Việt cho những kết quả thú vị, 
giúp các nhà ngôn ngữ học đánh giá các đặc điểm chung và khác biệt giữa hai ngôn ngữ gần gũi này. 

Từ khóa: Nhận dạng âm vị, chéo ngôn ngữ, ngôn ngữ nghèo tài nguyên, tiếng Mường, tiếng Việt.  


